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Questions and Discussion: 
What is/are the common limitation(s) between CartoonGAN and other methods that fall into the style 
transfer category? 
 
The Twin-GAN paper claims cross-domain applicability exemplified by translation of human faces into cat 
faces. What do you make of it? 
 
Pick a research question if you’re forced to remain within this domain. 
 
Anime, like cartoon and caricature, create a sense of style by exaggerating some features while ignoring 
others. What characteristic of a human artist allows them to do it so successfully compared to machine 
learning? 
 
What is the difference between Neural Style Transfer and GAN? 
 
Differences between TwinGAN with the other style transfer GAN?  
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