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ABSTRACT
Conducting unbiased empirical research in social media spaces
is of great importance. However, it is a highly restrictive space
for researchers who are not aligned with, or working from
within, the companies who control those spaces. Addition-
ally, even when access to social media networks is available,
there are a range of ethical concerns and hurdles around con-
ducting experimental research. Here we present a proof of
concept for a system of easily accessible software tools which
leverage procedural generation, machine learning, and inter-
active media to allow researchers– from both technical and
non-technical domains– to conduct investigations that involve
human personality traits (i.e., Big 5 attributes) in a simulated
social media environment. Our past research on personality
attributes in social media spaces is both our motivation and
exemplar use case, as we have found that affordances and
social mores influence individual presentation as measured by
personality traits.

INTRODUCTION
Most researchers are not large tech companies; they are largely
unable to present participants a fully functioning social me-
dia platform with an established user base. Data from large
social media platforms (e.g., Facebook, Instagram, Snapchat,
etc.) are largely inaccessible to researchers outside of– and
sometimes within– their own companies. Unless one already
works at a social media company, researchers may find it
significantly more difficult to test many of the insights that
they might possibly glean from users. Furthermore, faking
such a social media would be very difficult using the common
practices such as Wizard of Oz (WOZ). Especially if one is at-
tempting to maintain any sort of validity, consistency in posts
is very important. In order to further research in this space,
collecting empirical data becomes increasingly important for
a wide range of research fields.

Personality and social media research is an example of an
area where empirical tools would be of great use. Person-
ality is a long-standing and intuitive construct that we use
as a way to understand how people behave across different
situations. Much research has been collected on how person-
ality is exhibited online, especially in social media [10, 24,
1, 6, 11] However, this research is mostly correlational and
is not useful for making causal claims about the relationship
between personality and online platforms. Furthermore, lit-
tle of this research has informed the creation of personas, or

character archetypes that tend to portray specific traits. The
issue of correlation is significant in the social media research
space. Without control over certain aspects of the social media
platform, performing empirical research becomes especially
challenging. Measuring correlations is about the limit of what
most researchers can accomplish with current tools.

In this paper we present our first steps at developing an ecosys-
tem of tools to simulate, manipulate, and record human inter-
actions on social media platforms. We build upon an existing
simulated social media framework from DiFranzo’s Truman
platform [4], but we also utilize machine learning processes so
as to generate and validate potential simulated posts. The de-
velopment of this system was motivated by our own past work
investigating personality traits in social media. However, this
is also a good exemplar use case to present simulated social
media posts, as the core principles and language are widely
understood and thus accessible beyond our own discipline.

Personality
The "Big Five" (OCEAN) personality trait taxonomy is a
highly validated and well-studied survey [14, 5, 21]. The five
personality traits are commonly referred to by the acronym
OCEAN: Openness to Experience, Conscientiousness, Ex-
troversion, Agreeableness, and Neuroticism. Openness to
Experience is related to the range of a person’s interests, in-
tellectual curiosity, and aesthetic sense. Someone who rates
high on Openness is likely to have a wide range of interests
and enjoy tackling new ideas. Someone who rates low on
Openness is likely to focus on a few areas and enjoy routines.
Conscientiousness is related to responsibility, organization,
and time-keeping. Someone who rates high on Conscientious-
ness is likely to be punctual and keep spaces around them
clean and tidy. Someone who rates low on Conscientiousness
is likely to procrastinate, have a messy desk, and find trouble
being on time for events. Extroversion is related to social
activity, energy level, and assertiveness. Someone who rates
high on Extroversion is likely to be the life of the party, ener-
getic in social situations, and not afraid to speak their mind.
Someone who rates low on Extroversion is likely to stay at
home and not engage frequently in social situations. Agree-
ableness is related to warmth, trust, and respect. Someone who
rates higher on Agreeableness is likely to be a kind, forgiving
person who sees the best in everyone. Someone who rates
lower on Agreeableness is likely to be a cold, mean person
who is distrusting of others. Finally Neuroticism is related to



emotional volatility, anxiety, and depression. Someone who
rates high on Neuroticism is likely to have mood swings, be a
worrier, and/or have depression. Someone who rates low on
Neuroticism is likely to be emotionally stable, and to be seen
as a generally calm person.

All of the above descriptions of the traits describe so-called "of-
fline" behaviors. However, people can also make predictions
about someone’s personality from a variety of clues. This can
include the spaces where they work and live [9], how they con-
duct themselves [18], and even their handwriting [12]. Within
social media spaces, other researchers have correlated person-
ality traits with certain behaviors on social media. For example,
Amichai-Hamburger & Vinizky [1] correlated OCEAN traits
with Facebook behaviors and found Extroversion correlated
with number of friends, and negatively correlated with the
amount of posted personal information. Openness correlated
with amount of posted personal information as well as the use
of certain features within the user’s personal info section, such
as emoji. Neuroticism was correlated with likelihood of the
user posting a photo on their profile, as well as particularly
high and low scorers sharing more basic info (such as selfies
and personal information). This was hypothesized to be the
result of emotionally stable people being willing to share more
because they are secure, while emotionally volatile people do
so when seeking self-assurance.

Gosling et al. [10] also found correlations between OCEAN
traits and Facebook behaviors. Extroverted people correlated
with number of friends, number of friends in local networks,
likelihood of maintaining an up-to-date presence, and like-
lihood of commenting on other pages. Openness correlated
with number of friends, shared local networks, and photos
of new activities, people and things. Conscientiousness was
negatively correlated with time spent on Facebook; those who
are low on Conscientiousness tend to procrastinate more, and
thus spend more time on social media. People who were high
on Agreeableness were more likely to view users’ pages more
often, including both others and their own. Personality is a
useful test case for this tool as there is a great deal of existing
research related to its correlations with social media behavior.

Social Media Research
Our research partly builds off of an existing simulated social
media platform, named Truman by the original researcher [4].
In DiFranzo et al.’s study, researchers created a simulated so-
cial media environment in order to better understand which
attributes of the system could potentially influence cyberbully-
ing intervention among college age students. The social media
is simulated because the participant is the only real actor on
the platform. Each person who signs in sees their own version
of the platform. All other posts that participants see are "ac-
tors"; scripts that post pictures and comments at pre-specified
times. The design of the simulation is also extremely clever; to
limit the types of images needed, and to avoid having to show
a bunch of photos of people (which would be difficult to sim-
ulate for a large number of people), their simulated platform,
named "EatSnap.Love", is essentially a food documentation-
based social network. People are only allowed to post pictures
of food, and anything else would be automatically deleted,

Figure 1. Example of current, human-authored Truman post

ensuring that participants are encouraged not to post anything
crazy or risque. Truman also employed two hidden variables
within its design communication. The first variable decided
on whether the system indicated that other people could see
what the user viewed, and the second chose whether to portray
the user’s audience was large, small, or vacant. These vari-
ables aimed to test the influence of social pressure and/or the
bystander effect in cases where users may have seen one actor
bullying another within a given post. Sadly, this intervention
failed, as the vast majority ( 75%) of participants, regardless
of condition, simply didn’t do anything about bullying that
they witnessed.

While Truman’s original experiment was an unfortunate fail-
ure, the underlying systems remain amazingly robust for con-
ducting empirical research. As an early test of this system, one
of the authors wanted to understand how social media users
evaluate aspects of other users’ behaviors to evaluate their per-
sonalities. To this end, the author used previous research on
personality correlates to social media behaviors [1, 10] in order
to generate several personas, each persona attempting to por-
tray one pole of each of the Big 5 dimensions (see Figure 1 for
example of human authored posts). Participants in this version
were asked to read posts from these and other personas over a
period of three days, and at the end guess which "mask" each
persona was wearing (visit https://truman.herokuapp.com/ to
see for yourself). Personas would use as many attributes of
the post format as possible to convey their personality traits.
For example, the high-Extroversion persona made more posts,
commented frequently on other posts, solicited interaction in



Figure 2. Proof of concept workflow for implementing generative personality type agents in Truman

their posts, had more likes and comments than other personas,
and so on. However, this method quickly raised several is-
sues. It was onerous to have one person generate hundreds of
posts and comments to make sure that each was exhibiting the
correct traits, and it was unclear which aspects people were
examining to make their determinations. From these concerns,
the author became interested in ways to procedurally generate
posts, as well as validate the personality traits being exhibited.
This in turn motivated the assemblage and application of this
set of tools.

METHOD AND RESULTS
In this section we describe the workflow and assemblage of our
toolkit. This serves as a proof of concept (refer to Figure 2 for
overview) for procedurally generated, but controllable, stimuli
for populating an artificial social media platform with posts
measured for personality traits. We will provide a high-level
description of each individual piece and how it contributes to
the overall proposed system.

Image Captioning
People on the largest social media platforms (e.g., Facebook,
Instagram, etc.) [3] generally start conversations with an image
and an accompanying piece of text. Normally, the process of
manually captioning images to populate platforms like Truman
is time consuming and difficult. To address this, we started
with an image classifier to parse and describe the content of
images. Specifically, we used a machine learning model for

captioning visual images, built from a TensorFlow tutorial
[25]. This model is attention-based [31]; it learns by focusing
on different sections of an image as it decides upon which
captions to apply. This allows users to see which parts of the
image are "in focus" when each word of a caption is decided
upon. It uses InceptionV3 [23] for image classification and
feature recognition. The model was trained on the MS-COCO
dataset of 221,000 captioned images [16]. Each image in the
dataset is segmented into discrete objects, and has five distinct
captions, making it ideal for this type of image captioning.
Captioning vocabulary was created by tokenizing the content
of the MS-COCO captions (i.e., generating and saving text
files). After the model was fully trained, we input images from
Truman to generate sample captions for later modification.
In most cases, these captions accurately identified the main
subject of the image, albeit with some confusion about context
and background details.

Social Mediafication
Having produced an accurate descriptive caption of a social
media image, we then need to adjust the language so that it
feels appropriate for a social media post. This adjustment is
done by generating a new line of text based off the descriptive
caption passed to us above through GPT-2 (Generative Pre-
trained Transformer-2). GPT-2 is a generative text algorithm
based upon an unsupervised Transformer machine learning
model, which generates text based on a pre-trained dataset of
several million webpages’ worth of content. This text can then



Table 1. Image Caption Tweets

Image Caption Tweets

A cat sitting next to a phone book “I don’t see a cat anymore”
“Except she’s terrified”
“Let me know oh yeah I cant record her making a noise
as that sounds like an accident lol”
“A cat hollering at a rogue landlord. PICTURE.
You might only be responsible for two days,
but at least you got it fixed.”

be further tuned based on a specific corpus of data, which will
specify the output to a specific genre or style. In lay terms; you
give the model a chunk of relevant source data and it re-frames
its already robust ability to generate cohesive text to produce
original content that is thematically/semantically similar to
what it was given. GPT-2 was developed by OpenAI and has
been leveraged for a wide range of text based natural language
projects [20]. However, the original version is notably diffi-
cult to use for fine-tuning towards specific implementations.
Our team therefore utilized GPT-2-simple, a version of GPT-2
developed by Max Woolf that has been re-translated through
code wrapping in Python and TensorFlow [28, 29, 30]. GPT-2-
simple takes the GPT-2 algorithm developed by OpenAI, and
utilizes these wrappers to streamline the algorithm’s tuning
and execution.

For our purposes, we fine-tuned GPT-2-simple on a dataset of
social media posts. Specifically, we used the Sentiment140
corpus of approximately 1.6 million Twitter posts gathered
by Alec Go, Richa Bhayani, and Lei Huang [8]. Once GPT-2
trained on this corpus (we trained the 124MB model on the
corpus for a total of 1,000 runs), the algorithm used our image
caption (see 2 1) as a prompt before generating several lines
of text. In line with how our corpus is structured, each line
of the output represents a separate social media post related
to that original caption (i.e., responses). However, since the
Twitter data from our corpus is not articulated in narrative
chunks, this output is largely nonsensical when taken together.
To address this issue, we applied beginning and ending tokens
to each tweet in the corpus, which then gave us the ability
to stipulate cutoff points. The end result is that the model
accepts a descriptive caption, generates a piece of text that
it thinks should immediately follow, and then discards the
original caption. This leaves a stub of Twitter-style text that is
based off of the image description (see Table 1).

OCEAN Classification and Sorting
Finally, after text has been generated, we need a way to then
validate any personality traits it appears to be showing. Be-
cause we intend to build personas with consistent traits, we
need to be able to collect several posts that exhibit the same
pattern of traits. In order to validate this text, we run it through
a multi-label classifier. Multi-label classifiers categorize text
by using multiple non-overlapping binary flags for indicating
different attributes. As in Figure 2, each trait is given a proba-
bility of the presence or absence of that trait within the text,
and are all mutually exclusive from one another. Thus in this
model, one’s Extroversion has no bearing on their Agreeable-

ness, which in turn delineates the correct empirical approach
for evaluating personality traits.

The model we used was built using TensorFlow, trained on
the My Personality dataset generated by Kosinski et al. [15].
This dataset is a collection of 10,000 Facebook posts which
have been coded for Big Five personality values. This ensures
that we can create consistent personality profiles for each
post. However, this method also bears some flaws. Ideally,
a larger dataset of Facebook posts would result in a more
robust model, since the current model often fails to understand
text that does not appear in the original dataset. For example,
certain instances of netspeak seem to have little impact on the
personality rating. It is also difficult to re-interpret the binary
presence or absence of personality traits onto the typical 1-5
scale used in personality research; ergo, the probability of a
given trait occurring in a given body of text indicates nothing
about the perceived strength of said trait. If the probability is
in the middle (i.e. around 50%), does that necessarily mean
that the person is neutral in regards to that trait? The answer
to this is unclear, and may present a useful area for future
exploration. This is currently defined as the last stage in our
workflow, but we aim to collect the posts, and then move them
into Truman as an example of persona creation.

Platform Implementation
As of now, the implementation of our platform is a bit rough.
We would ideally have all of the systems working together to
a greater degree such that the information is directly passed
from one stage to another. Right now, we are passing the
information indirectly from one step to another. Another im-
plementation issue that we could address in the short term
would be greater validation of automatically generated infor-
mation. For example, when using GPT-2 to generate a caption,
we have to select one based on what makes the most sense for
that photo. We could perhaps implement some form of check
that makes sure that GPT-2 captions more directly reference
an element of the photo (maybe by using the caption generated
from the image captioning step). Although this would make
GPT-2 generation take a bit longer, we could hopefully avoid
having to have eyes on each step of the process to the same
degree.

Although this is currently unimplemented, the last step would
be to build a collection of social media posts for each pattern
of traits (i.e. a persona who is high on Extroversion, and low
on everything else), and use those posts for that persona. One
way this could be implemented into Truman would be by going
through several revisions of GPT-2 generation for a caption,



with a caption only "passing" if it is classified within certain
limits for each persona. For example, to have a persona as the
above example, a caption is only collected if its Extroversion
probability is >80% and all other traits are <30%.

One potential issue with this implementation is that there will
be little narrative captured between each post. In the current
version of Truman, smaller narratives can take place over posts
and in comments (for example, two personas get into a fight
in the comments, with one declaring that the other is blocked,
and not interacting with them anymore). Following DiFranzo’s
example, clever design might help reduce participant skepti-
cism about the simulated platform’s posts. For example, if
the social media is framed such that other "users" are posting
whatever they are observing at certain specified times, then a
participant may be more willing to forgive a lack of cohesion
in the posts shown. We can also reduce this by constraining
the class of pictures that each persona can use. For example, a
persona that is supposed to be in New York could have several
photos only from New York, with a relatively consistent tone
to the photos. Careful photo selection and clever design can
thus help strengthen the illusion of the personas.

Another potential issue with implementation is that the current
model doesn’t account for other attributes as mentioned in
the introduction (views, comments, likes, posting behavior,
etc.). However, these could be set post-hoc for each persona.
For example, any personas that score high on Extroversion
might automatically receive more likes, and have more auto-
generated comments on their posts (again using GPT-2 to
generate social media-like posts, except by using the GPT-2
generated post text as the prompt). These sorts of implemen-
tation changes would help reduce the amount of necessary
human intervention, while still preserving most of the useful
aspects of personality research. This would be very useful for
social media research, as one could easily tune what the social
media looks like through the personas’ exhibited behavior. For
instance, an study based on this platform could examine how
high versus low Agreeableness in personas might influence
participant’s willingness to troll or bully personas. By keeping
other patterns the same, and only flipping a certain switch, one
could therefore experimentally test the effect of Agreeableness
on perceptions and actions within social media; if everyone
on the social media seems to be a jerk, can we prove a new
user is more likely to act like one too?

Finally, the current implementation is based upon personalty,
as that is the example use case we decided to build for. How-
ever, this could easily be tweaked for other potential use cases,
depending on the research goals of the study. For example,
if one wishes to study if a reader’s understanding of bridging
social capital is different than their understanding of bond-
ing social capital (as studies of social capital are common in
the space of social media research [7, 2, 22]), then all that is
needed is to train a different classifier. If one has a corpus
of posts that are tagged correctly, then it would be easy to
train a model to classify whatever one wishes to study. Other
research goals could be achieved through Truman as well. If
one is interested in how different affordances shape a user’s
understanding of the social media (such as ephemerality in

Snapchat [26, 17, 19]), then they are able to encode said af-
fordances into Truman. Do people really act worse if the only
difference is anonymity? Alter Truman, and provide the exact
same posts to each participant. The level of control gained for
researchers through the machine learning models and Truman
allow for a wide array of studies to be created.

FUTURE WORK
Our short term goal for this project would be to redesign the
existing implementation of Truman, and experimentally test
it against an equivalent version using the machine learning
method as outlined above. We could measure participants on
the correct identification of personality attributes, if they chose
to post or interact with any agents, as well as self-report data
on how easy it was to understand other users, how coherent or
believable their posts seemed, and so on. This could also be
compared to a baseline using real social media data to see how
both methods rank against one another. Further research could
then investigate effects of altering certain social variables on
the platform. If we manipulate the presence or absence of
Agreeableness in a group of social media posts, we could see
how this potentially affects participants by measuring log file
style data (amount of log-ins, posts, comments, content of
comments) as well as participant self report ("On a scale of 1-
5, how annoyed were you by the other posters") and qualitative
data. This would help present a richer picture of how social
mores or social presentation might influence social media
behaviors in an empirical study with fairly high ecological
validity.

In the long term, making this system available for other re-
searchers would be an important contribution. For instance,
many traditional methods and tools for social science research
struggle at the intersection of human experience and tech-
nology because the breadth of knowledge, experience, and
fine-tuned methodologies cannot readily be applied. Support-
ing personality attributes is itself only a fractional area but
it is not hard to imagine that this workflow and set of tools
could be re-implemented as a proof of concept to assist in
other research domains.

LIMITATIONS
Our method presents a flexible framework for allowing social
media researchers to begin to build their own empirical re-
search plans. However, the current implementation has some
issues. One potential issue is that the GPT-2 model and the
multilabel classifier are trained on slightly different social
media, and the output is formatted for a third type of social
media. This issues could lead to potential conflicts in the
overall effectiveness of the stages. For example, the GPT-2
model is trained on Twitter data, which is heavily text-based
and places tight constraints on messages (including a strict
character limit) [27, 13]. Facebook is relatively more picture-
focused, although the posts the model was trained on don’t
involve images themselves. Finally, the visual output of Tru-
man is formatted to be similar to Instagram, which is heavily
image based, with the caption offering supporting context or
a shift of frame. Although GPT-2 is flexible, it could be that
the textual nature of Twitter would lead to a different output
than if GPT-2 were to be fine-tuned on an equivalent corpus of



Instagram posts. Future research would be advised to verify
whether datasets are justifiably equivalent, or, where possible,
create their own unique datasets (using human coders for a
new classifier dataset, for example).

CONCLUSION
Overall, this project was successful in accomplishing the
project’s more broad-stroked goals. We were able to take
an image, create a relevant caption, and rate the caption on
personality using only machine learning models with minimal
human writing. This is a promising start for a set of tools
that may be used by current or future researchers within the
social media space. Future work along this path would need
to clean up, streamline, and make the overall experience more
user-friendly for less technical researchers. Furthermore, mak-
ing the set of tools widely available would be a useful task in
itself, as other researchers would be able to conduct empirical
research and test long-held ideas toward online socialization.
Other future work would be to start implementation of one or
more example studies, so as to evaluate how useful the general
system is. We aim to continue to build upon these tools in
order to provide studies for other researchers, and develop
further experiments for our own research goals.
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